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Abstract— We study the interplay between network protocols,
topology and traffic. A particular interestis to empirically char-
acterize the effedt of the interaction between the routing layer and
the MAC layer in wir elessradio networks. Threewell known MAC
protocols: 802.11,CSMA, and MACA are consideed. Similarly
threerecently proposedrouting protocds: AODV, DSR and LAR
schemel are considered. The performance of the protocds is mea-
sured with regard to threeimportant parameters: (i) number of
packets received (ii) average latency of each packet and (iii) long
term fair ness.

We usea simple statistical technique basedon ANOVA (Analysis
of Variance), to characterize the effed of interaction between pro-
tocolsand variousinput parameters on network performance. This
techniqueis of independentinterestand canbe utiliz edin other sim-
ulation studies. Using our methodology, we conclude that differ ent
combinations of routing and MAC protocols yield varying perfor-
mance under varying network topology and traffic situations. In
many caseghe results have an important implication; no combina-
tion of routing protocol and MAC protocol is the bestover all situa-
tions. Also, the performance analysis of protocolsat a given level in
the protocol stack needsto be studied not locally in isolation but as
a part of the completeprotocol stack.

Keywords— Ad-hoc networks, statistical analysis, interactions,
ANOVA, MAC layer, routing layer.

I. INTRODUCTION AND MOTIVATION

Design of protocds for wirelessmobile networks is
currerily an active areaof research Here, we under
take a systematiexpetimental studyto analyzethe per
formanceof well knovn MA C/routing protacol combira-
tions for wirelessad-toc networks. A specificgoalis to
determire if the perfamanceof a particularMAC proto
col is affected by the specificrouting protool usedand
vice-versa.We considerstaticwirelessradio networksin
this paper A commnionpapen5] consides the effect of
mobility. Theresultshereandin [5] areconparedfurther
in SectionlV-A andexhibit interestingstatisticaldiffer-
ences.An empiricalanalysisfor staticwirelessnetworks

The work is supportel by the Depatmentof Enegy underContract
W-7405-ENG-36.

Work donewhile Martin Drozdawasa graduaé researh assistantn
the Basic and Applied Simulation Scierce Group at Los Alamos Na-
tiona Laborabry. This author wasalsopartidly supportedoy VEGA
(Slovak GrantAgeng for Sciene) underthe projectNo. 2313023.

allows usto betterunderstandthe spatialdistribution of
contrd paclets. It alsoallows usto betterundestandthe
effectsof network invaliantssuchascutsandconrectivity
andpathlengthson the network perfamance

The work is motivatedby researctof (i) [3], [4] that
studiestheinteractionbetweenT CP andthe lower levels
of the OSI stack(ii) [28], [19], [6] that expeimentally
analyzeMAC layer protacols and (iii) recen resultsby
Royeret.al. [8], [9], [22] thatnotetheinterplay between
routing and MAC protacols. In [22], authos conclud
that the MAC pratocol selectionis a key compaentin
determiing the perfamanceof a routing pratocol and
hencemustbe consideed by any comparative study of
routing protacols. Finally, in [25], the authas conclud
by sayingthatagreateundestandings requred of cross
layerinteractions.

A numbe of recentpapershave analyzd the perfa-
manceof MAC pratocolsin multi-hop wirelessnetworks
[7], [26], [28]. However, to the bestof our knowledge,a
detailedstudyaimedtowardsunderstandinghe effect of
interactionbetweemetwork topolagy, protacolsandtraf-
fic usingformal statisticaltools, hasnotbeenundetaken
prior to this work. Suchmethod provide simpleyet for-
mal andquartifiable waysto charaterizeprotoml inter
actionsin anadhocnetwork. We believe thattheseideas
areof indepenlentinterestandarelikely to be usefu in
othersimilar settings.

Not surprisindy, our resultsshowv thatno singleMAC
protacol or MAC/Routing protacol combiration doni-
natedthe other protacols acrossvarious measuresf ef-
ficiengy. Furthemore,ourresultsindicatethatMAC pro-
tocolsandrouting protacols interact We are not aware
of ary previous studiesthatundetake sucha systematic
study Statistically interaction betweentwo factors is
saidto exist wheneffectof a factor on theresponseari-
able can be modfied by anotter factor in a significant
way. Thusunderstandinghe interaction betweenstatic
variables suchas speedand injection rate can be easily



captued usingstatisticalmethals. Onthe otherhard in-

teractionbetweenprotocds is more subtle. We saythat
protacols interactif the behaior (semanticspf a proto

col at a given layer variessignificarily dependingupm

the protocds above or belaw it. Althoudh it is not easy
to capturetheinitial betavior of the pratocols, it is still

possibleto captureaspectf this interadion by measur
ing certainsystemparametes suchasnurrber of contiol

paclet, changsin routes,etc. The resultshave direct
implicatiors on protocol design. First, they imply that
beyond a certainpoirt, perfamanceof a given MAC or

a routing protacol shouldnot be corsideredin isolation.
Secondtheinteractian of protocds with the externalpa-
rameterssuchas speedetc. imply that protacols shoud

be designedn sucha way so asto be ableto enginer
them in specific situations. This motivates the design
of a new classof paraneterizedprotacols that adap to

changsin the network connectiity andloads. We re-
fer to theseclassof protacols asparameerizedadaptive
dynamt efficient protacols (PARADYCE and as a first
stepsugaestkey designrequrementsfor sucha classof

protacols. Thesdncludetheability of theMAC protacols
to dynanically chang the usageof contrd pacletswith

chang in contenion. We will discusshisissuefurtherin

theconcludng section.

Dueto lack of spacewe refer the readerto [9], [15],
[22], [6], [26], [27] for a detaileddescripti® and com-
parisonof the routing and MAC layer protacols usedin
our study

Il. EXPERIMENTAL SETUP

Apart from the routing and MAC pratocols, our input
variabesinclude injectionrateandnetwork topology. A
detailedlist of all the input variallesis providedin Fig-
ure?2.

Ourevaluationcriteriaconsistof following basicmet-
rics: (i) Lateny: Averag endto end delay for each
pacletasmeasurd in secondsit includesall possiblede-
lays causeddy buffering during route discovery, queuiry
andbacloffs, (i) Total numker of pacletsreceived! (iii)
Long termfairnessof the protacols,i.e. the propational
allocationof resource givento eachactive conrection.
Eachof the input paraméersandthe performane mea-
suresconsideed herehave beenexplored by earlier ex-
perimettal studiessuchas([8], [9], [10], [18], [22], [23],
[26].

Thespecificparametevalueshave beenchcsenby tak-
ing into account the following guidelines: (a) the size
of networks andthe numter of conrectionswerechosen
basednthecompuationallimitationsof thecurrert sim-
ulatorandthe numter of runswe wishedto perform, (b)
thetypeof networks choserweremotivatedby theearlier

I Throughputcan be calculated from the numberof paclets received
andhencenot been consieredseparatly.

studiesin [8], [9], [28], [19], [6] andthe specificgoal of
shawing interactionbetwenthe MAC androuting layer,
(c) Theinjectionratechosenis on the higher sidewhen
compaed to otherstudiesbut still very realistic. More-
over, this is dore in settingswherethe resultsare inter-
pretable to theextentpossible simpleinstancesrecho-
sento effectively amgue abou anissue.

For the sale of simplicity andcompuationalfeasibil-
ity we decidedo useonly two conrections. Thisis dore
so asto make the dataanalysisand processingtractable
and the results more uncerstandale. Additionally for
metrics such as fairness,the resultsin [17] imply that
2-comectionsmight representthe worst casescenario
A compmnion paper[5] considcrs how the perfomance
changsasa function of increasingconrections.

We now briefly describehe methodusedto repot the
average behaior of the protccols. Average numbe of
paclets and averag lateng is simply the averag over
10 runsof eachproto®l over the two connetions3 For
the fairnessmeasurgy let g = (p1/p2) if p2 < p1 and
g = (p2/m) if p1 < p2. p1 andp, representthe numker
of pacletsreceied overconrectionsl and2 respectiely.
g measureshe deviation from beingperfectlyfair. The
maximum allowed value for ¢ is 6, i.e.,if ¢ > 6 we set
g to 6 to emphaizesmallervalues. Averagefairnessis
12, @i, whereg; is ¢ scaledinto (1,2) interva for the
ithrunof theprotacol. § thusmeasuestheaveragedevia-
tion from beingperferctly fair wherevaluecloseor equal
1 meanshigh level of fairnessandvaluecloseor equal2
meanshighlevel of unfaimess.

I1l. A STATISTICAL METHOD FOR CHARACTERIZING
INTERACTION

In order to analyz the issue of interaction rigor-
ously we have emplg/ed the statisticaltechniqie called
ANOVA (the Analysis of Varian®). ANOVA is com-
monly usedby statisticiando studythe sourcs of varia-
tion, imporanceandinteractiors amongvariables? How-
ever, to thebestof ourknowledge,a detailedstudyaimed
towardsundestandingthe effect of interactionbetween
MAC, routing protccols and otherinput varialdes, using
formal statisticaltools, hasnot beenuncertalen prior to
this work. In a compaion paper[5], we useda similar
technigie to analyzethe effect of mobility on the perfa-
manceof the pratocolsin ad-loc networks.

We setup an experimentwhich evaluaes the perfa-

2\We referto theseasConnetion 1 andConnedion 2.

3This gives a total of 20 runs, 10 from eachconrection in caseof
througtput, latengy andnumberof paclets received. However, fairness
is calculated as a ratio of paclets recaved over the two connetions,
therdore the numberof runsfor fairnessis only 10.

4ANOVA is a linear model. There are alternaties available to
ANOVA which can hande much more comple staistica problems.
Bayesian inference Using Gibbs Sampling is onesuchmethodwhich
performsBayesianandysis of complex statisticd modelsusingMarkov
chain Monte Carlo(MCMC) method.
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Fig. 1. (a) Mediumandhigh connetivity grid of 7 x 7 nodes.(A) mediun conrectity: theradio rangeis by thesmallquarer circle certeredat y
and(B) high connetdivity depicedby thelarger quarer circle certeredaty. (b) Corridor grid. Two 6 x 6 grid connetedwith a3 x 3 grid. In each
casewe have two connedions: onegoingfrom z to y andthe otherfrom z to w. This pairing is depided by arravs from sourceto destindions. For
agiven experiment,theradio rangesarethe samefor all nodes.

1. Network topologies: mediumconnectiity grid (Figure1(a)A)), high connetivity grid (Figure1(a)(B))and
6x6-3x3-6x6 cortidor grid (Figurel(b)). Thesearedenotedy N ;, 1 < i < 3, andthesetof networksis represent
by N. Thechoiceof the networksis basedup earlierwork in [6], [26], [28]

2. Number of connectims: Unlessothemwise statedwe usetwo connetions.

3. Routing protocol : AODV [21], DSR[14], LAR schemel [18]. Thesearederotedby R ;, 1 < j < 3 andthe
setof routingprotomls is dended by R. Therouting protocds werechoserbasedon the recommendatios made
by [8], [15] afterundatakinga detailedexperimentalstudyof recentrouting protoals.

4. MAC protoools: IEEE 80211 DCF [1], CSMA andMACA [16]. Thesearedenotechy M, 1 < k < 3. and
thesetof MAC pratocolsis dendedby M. Againthechoiceof theseprotacolsis basednthe studyin [22], [26],

[7], [28].

5. Injection rates: low (0.05secong, medium (0.025 secondrndhigh (0.0125 secondl?. Theinjectionratesare
dendedby I;, 1 <1 < 3 andthesetof injectionratesby I. Theinitial paclet sizewas512 bytes,the numter
of pacletswas1,0M®, andtheinjectioninterva was0.1second Eachtime theinjectioninterval wasredwedby a
factorof 2, we alsoredu@dthe paclet sizeby a factorof 2 but increasedhe nurmber of pacletshby a factorof 2.

For examge, if theinjectioninterval washalved to 0.05secondghenthe new paclet sizewas 256 bytesandthe
new nurrber of packetswas2,000°. This allowed usto keepthe injection at input nodes corstantin termsof bits
persecond

6. The bandvidth for eachchanrel was setto 1Mbit. Otherradio propagationmodeldetailsare asfollows: (i)

Propagtionpathiossmodel:two ray (i) Channebandvidth: 1 Mb (iii) Chanrl frequengy/: 2.4 GHz (iv) Topog

raphy Line-d-sight (v) Radiotype: Accnase (vi) Network pratocol: IP (vii) Connectio type: UDP (viii) Inbard

contrd anddata;i.e. singlefrequeng for dataandcontiol paclets.

7. Simulator used: GlomaSim [11].

8. Thetransmissiomangeof transcerer was250meters.

9. Thesimulationtime was100second.

10. Hardwareusedin all casesvasa Linux PCwith 512MB of RAM memay, andPentiumlll 500MHz micro-

processor

11. Thefollowing informationwas collectedto measurghe perfamance (i) Averageendto enddelayfor each
pacletasmeasuredh secondglateng), (ii) Total numkber of pacletsreceied, and(iii) Throughptin bits/second

“|njection rate0.05secom meanghatthereis onepacket injected each0.05secondsimilarly thereis onepaclet injected each0.025secong
and0.0125secondor mediumandhigh injection rate respedtvely. Herewe referto injection rateat sourcenodes.Injection rateat forwarding
nodesis besteffort within limits of protomls atary level.

bThusthe paclet sizeis the inverseof injection rate

Fig. 2. Parametes usedin the Experimens.



manceof the following four input variables;the MAC
protacol (M), routing protacol (R), network topolagy (N)

andtheinjectionrate(l). Eachof thesefour factos (vari-

ables)have threelevels (vauesthe variablestake). This
expeimentgenerées 3 = 81 distinct scenaris by us-
ing differentcomhbnationsof MAC, router, network and
injection rate. For eachscenario,we geneate 10 runs
(20 samples;10 runs for eachof the two connetions =
20 samplesfor theanalysis.Our perfamancematrix for
this experimentconsistof lateng, numbe of pacletsre-
ceivedandthefairness. UsingANOVA we studywhetrer
thesefour factorsinteractwith eachother in their effect
on the perfomancemeasurgin a significantway. In the
presencef interaction themeandifferencedpetweerthe
levels of onefactorare not constah acrossevels of the
otherfactor For more detailsoninteraction andits signif-
icance,see[5]. We perfam threedifferent analysis,one
for eachperfomancemeasurdo obsere the interactio
amory factors.

Approad: We first construt a matrix of 4 dumny vari-

ables.For eachfactorwe createa dunmy varialle. This

variabe takesa value 1, 2 and 3 depenthg uponwhich

level of the factoris switchedon during the calculation

of the perfaamancemeasure.For examge, the dumny

variable for MAC praocol, would take a value 1 when-
ever 80211 is beingusedto calculatethe perfomance
matrix, value 2 whenerer CSMA protocd is beingused
andvalue 3 whenever MACA is beingusedto calculate
theperformarcematrix. Similarly, for theroutervariable,

the dumny takesa valueof 1 wheneer AODV protccol

is beingusedandvalue 2 wheneer DSR is beingused
and value 3 wherever LAR schemel is being usedto

calculatethe performarce matrix. To calculateinterac-
tions betweenthe factoss, we useanaysis of variance

It is a usefd technigee for explaining the causeof varia-
tion in respmsevarable whendifferentfactorsareused.
Thestatisticaldetailsdiscussedbelon areroutine andare
providedfor the corvenienceof the reader For more de-

tails onthetechniaiesusedin this analysisreferto [13],

[12]. Giventhatwe havefourfactors, we useafour factor
ANOVA.

Mathematical Model: The appopriate mathenatical
mode for afour factorANOVA is asfollows:

Yijkim = prtai+Bi+yk+0+(aB);+ (), +(ad) ; +

+(5’Y)jk + (Bé)jl + (Y0)p + (a67)ijk + (a/B(s)ijl+

+(@6) g + (B70) jiy + (@BY6) 144 + Eijhim

wherey;;rm is the measurmentof the perfomance
variabe (e.g. lateng) for theith network, jth router kth
MAC andlth injection rate. m is the numker of sam-
pleswhich is 20 in our experiment. «; is the effect of

network topolagy, §; is the effect of the routing proto-
col, v is the effed of the MAC protacol andd; is the
effect of the injection rate on the perfaman@ measue.
The two way interactio terms are; (a/3),;, that cap-
turesthe interation presentbetweenthe network topd-
ogy andthe routing protccols; («y) ;;,, Which measures
theinteractionpresenbetweerthe network topolagy and
the MAC protacols; (ad),;, measureshe interactionbe-
tweenthenetwork topdogy andtheinjectionrates.Simi-
larly, (87) ;5 measuregheinteractionbetweertherouter
andthe MAC protecol. (39) ;;, the interactionbetween
the router andinjectionrates;(yd) ,, the interaction be-
tweenthe MAC pratocols and the injection rates. The
threeway interactiontermsare; (afv),;;,, which cap-
turesthe interactionpresenbetweerthe network, router
andMAC protocds; (a39),;,, theinteractionpresenbe-
tweenthe network, routerandinjectionrates; (ayd) ;.
the interaction presentbetweenthe network, MAC and
injectionrates;(879) ;;,, theinteractio presenbetween
therouter, MAC andinjectionrates.Finally thefour way
interactionis measuredy (a3v4),;;,, whichincludesall
thefour factors.e ;5 is therandom erra.

Model Selectionand Inter pretation: Our analysisis
basednthemetha of badkward elimination whereeach
termis checledfor significarceandeliminatedf found to
be insignificant. Furtherexplanationandapplicaility of
the badkward eliminationtechniqie canbe found in our
correspndingpapel5] thatanalyzegheeffect of mohil-
ity. To testfour way interactionbetweerthe MAC, rout-
ing protccol, network andinjectionratesin effecting the
resposevariable, we performthefour factorANOVA us-
ing the abore mathenatical model. The sumof squares,
degreesof freecbm andthe F-testvalue for eachof the
modelsis shavn in the Tablel. Interactioncolumnshavs
whichinteractimsareincluded in themodel.
Performance measure-Latency: Table | shaws the
ANOVA results. Columns4-6 show the resultsfor the
resposevariabe latency We startwith aninitial model
with all the 4-way interactiors and compae it with all
3-way interactiors modd. Model 14 is beingcompared
with mocel 13. The F-test,0.67, shawvs thatthe model
13fits thedataaswell asmodel14 sothe four way inter-
actionis not significant. Similarly, we try to find which
3-way interactims aresignificantandtry to find the most
importantcombirationby dropping each3-way termone
at atime. Looking at the F'-testresultsof model num-
bers9 to 12, we find model9 to be the mostsignificant
andmodel12 to be mamginally significant. Fromthatwe
conclude that the router MAC andinjection ratesinter-
actmostsignificantly Also, the network, router andthe
MAC interactsignificarily in 3-way interaction Note
that thesewere the comhbnationsthat were dropgped off
in models9 and12.

Tofind outif thereis asmallermockli.e. modelwith 2-



way interactiors thatcanfit thedataaswell asthe 3-way
interactionmodd, we furtherlook at the 2-way interac-
tion models. We startby looking at a complde 2-way
interactionmodel, i.e. mockl numbe 8 andthendrap
off onetermat atime. The F-testvaluesconclue that
the mostof the 2-way interactiors are significant. The
only exception is the interaction betweenrouter andin-
jection rate. Now we createa modé with only the 2-
way significart interadion termsand compae it with a
modé contairing only the 3-way significanttermsto find
that the smallestmodeé that fits the data. If the F-test
for thesetwo modelsturnsout to be significant,we con-
clude that the smallestmodé includes [NRM|[RMI],
which meanghatthese3-way interactiors canrot be ex-
plainedby the2-way mocel andhencecannad bedropped
off. Ourresultsfind thatto betrue implying thatindeal
[NRM][RMI] is thesmallestpossiblemodel.
Performance measure-Number of packets receved:
Columns7, 8 and9 in Tablel shav the ANOVA results
for the respose varialle “packetsreceved”. Theinter-
pretationof theresultsis similar to the respoisevarieble
“latengy”. In this casealso,the smallestmocel hasonly
[NRM][RMI] 3-way interaction terms.

Performance measure-Fair ness:|In this case thesmall-
estmode hasonly [RM ][N M| 2-way interactia terms.

IV. SUMMARY OF RESULTS
A. Comparisorof StatisticalResults

In our compaion pager [5] we discussimplications
of interaction amonginput variadeson mohile networks.
In [5], we usedthreemohility mockls: (i) Grid mokl-
ity modé which appioximatesmaovemen of nodesin a
grid (Manhatan) kind of topdogy, (ii) Exporential cor
relatedranden modé (ECRM) [24], (iii) Randomway-
point model[14]. In Tablell we summaize interactio
resultsfor the staticcaseslescribedn this docunentand
thethreemolility models.Notethatary higherorderin-
teraction(e.g. 3-way) automaticallyimplies lower order
interaction(i.e. 1-way and2-way) in the varialdes. For
exampe, intera¢ion betweerrouting, MAC andinjection
rateimplies thatrouting protacol and MAC protacol in-
teract; MAC andinjectionrateinteract;androuting and
injectionrateinteract. This holds true evenif the F-test
shavsthelower orderinteractiors to beinsignifican.

An importantobservationabou resultsin Table Il is
thattheinteractionbetweerMAC and Rouing protocols
is significant for eac of the responsevariables. These
interactiors potertially have importantimplicatiors. Un-
derstanihg suchinteradion mightleadto full or partial
integration betweenthesetwo OSl layers. We postulate
that this integration will have to be donein totality with

5We have omitted detals dueto lack of space Detaled resultsfor the
fairnessmeasureanbe obtaned from the authors.

thetransporlayer

B. Further Resultsand QualitativeExplandions

In order to explain and quariify the statisticalresults
presentedn Sectionlll, we took a closerlook at perfa-
mancevarialles lateng, numbe of pacletsreceved and
thenumterof contrd pacletsattheMAC layerlevel. Ta-
ble Ill shaws the variationin perfomancerang of la-
tencyand padketsreceivedasthe injection rate charges
from highto low.

1. Onetypically getshigher latengy whenusingDSR as
compaedto AODV. LAR schemel is usingasimilar for-
warding meclanismto DSR and doesnot substantially
benefitirom GPSinformationbecausehe networks used
for the purposeof this doaumentare static. This is true
over all networks andMAC protocds. Theworking hy-
pothesigs thatthe paclet sizesaregeneally largerwhile
usingDSR sinceentireroute informationis embedédin
a paclet. Note thateachof the routing protccols is us-
ing someform of route maintenace mechanismin the
form of sahaging unsolicitedRREP paclets,or RERR
paclet? . In gereral, routing information at sourcesis
morefrequently discardedecausef interactio of rout-
ing layerwith the MAC layer ratherthanbecase of its
expiration. Thisis valid evenfor staticnetworks.

2. In geneal lateny increasessubstantiallywith in-

creasednjectionrate.First notethatlateng is only mea-
suredfor pacletsthatarerecevedsuccessfullylncreased
injection rateimplies higher prabability of collision and
lower probaility of finding free resouce. This in turn

leadsto higher lateng.

3. For mediumandhigh connetivity grid andfor all in-
jection rates, the systemperfams the bestwhen using
80211 andworstwhenusingMACA. This holdsfor all
routing protacols. Theresultspoirts outthe utility of the
CarrierSensingt RTS/CTS/ACK mechaism. However,
we have to notethatdirect(link layer)brokenlink notifi-
cationbetweenMAC layerandrouting layerwasimple-
mentedonly for 802.11. Performanceof adhocnetwork-
ing systemss known to suffer if hel | o messagesr no
notificationatall is beingused.

V. CONCLUDING REMARKS

We undetook a detailedstudyto quantifythe effect of
interactionbetweenthe individual protacols in the pro-
tocol stackandthe network andtraffic chaacteristicson
the performarce of wirelessradio networks. The study
extendstheearliersimulationbasedexpearimentalwork in
[8], [9], [10], [18], [22], [23]. Intuitively it is clearthat

8We have anayzed the impad of routing layer control paclets on
the overal performance.We have drawn spatal distributionsof contrd
paclets which shav quantties of contol padketsusedin route queries
androutemainteranceandther relatonshipto specfic nodes.



Respons&ariable Lateng Num. of PacketsRecd.
No. | Interaction Source SS DF | F-test SS DF | F-test
1 | All 1-way [N][R][M][]] 1873.78 | 1611 | 12.61* | 1875199 | 1611 | 21.92*
2 2-way [NR]|[NM][NI|[RM][RI] 1642.57 | 1591 | 15.22* | 153050 | 1591 | 31.77*
3 2-way [NR|[NM][NI|[RM][MI] 1588.91 | 1591 | 0.88 | 1433837 | 1591 | 2.08
4 2-way [NR)[NM][NI][RI|[MI) 16431.59 | 1591 | 15.35* | 1454324 | 1591 | 8.09*
5 2-way [NR)[NM][RM][RI|[M]I] 1598.74 | 1591 | 3.91* | 1466026 | 1591 | 11.23*
6 2-way [NR|[NI|[RM][RI|[MI] 17168.48 | 1591 | 34.60* | 168018 | 1591 | 74.88*
7 2-way [NM|[NI|[RM][RI|[MI] 1608.16 | 1591 | 5.77* | 1438545 | 1591 | 3.46*
8 | All 2-way | [NR|[NM][NI][RM][RI|[MI] | 1588.33 | 1587 | 3.5* | 14%720| 1587 | 3.71*
9 3-way [NRM]|[NRI|[NMI) 1534.48 | 1563 | 7.5* | 138866 | 1563 | 10.05*
10 3-way [NRM][NRI|[RMI 149(8.73 | 1563 | 1.76 | 1331645 | 1563 | 0.93
11 3-way [NRM]|[NMI|[RMI] 14919.62 | 1563 | 1.91 | 1320497 | 1563 | 0.61
12 3-way [NRII[NMI|[RMI] 1499.95 | 1563 | 2.9* | 1347649 | 1563 | 3.27*
13 | All 3-way | [NRM][NRI|[NMI|[RMI) 14774 | 1555 | 0.67 | 1356312 | 1555 | 0.99
14 | All 4-way [NRMI] 14672.34 | 1539 1311724 | 1539
TABLE |

RESULTS OF FOUR-FACTOR ANOVA: THIS TABLE SHOWS RESULTS OF FOUR-FACTOR ANOVA WHERE THE FACTORS ARE NETWORK
TOPOLOGY, ROUTING PROTOCOL, MAC PROTOCOL AND THE INJECTION RATE. THE RESPONSE VARIABLE OR THE PERFORMANCE
MEASURES ARE THE LATENCY, NUMBER OF PACKETS RECEIVED AND FAIRNESS. * SHOWS THAT THE F'-TEST IS SIGNIFICANT AT 99%
CONFIDENCE LEVEL.

Resp.Variable| StaticCase | Grid Mobility Model ECRM RandomwaypointModel
Lateny [NRM][RMI] [RSM] [RSM] [MI][RS][RM]

PacketsRcvd. | [NRM][RMI] [RSMI] All 2-way except[RI][RS] All 2-way
Fairness [RM][NM] [RM][MI] [RM] [MI][ RM]

TABLE Il
COMPARISON OF THE RESULTS BASED ON STATIC NETWORKS PRESENTED IN THIS DOCUMENT AND THE RESULTS BASED ON NETWORKS
WITH MOBILITY. FOR MOBILE NETWORKS WE USED AN EXTRA INPUT FACTOR SPEED - SWITH THREE LEVELS: 10 M/S, 20 M/S, 40 M/s.
FOR FURTHER DETAILS ON EXPERIMENTAL SETUP SEE [5]

different levels in the protacol stackshoud affect each
otherin mostcasedut thisissueis investigatednorerig-

orowsly here.Thestatisticaimethodprovidesaformd ap-
proad to characterizeéhe interactionandpoint out some
of the subtletiesinvolved. The statisticalmethal canbe
usedin atleasttwo othercontets: (i) pratocol enginer

ing when deplging the ad-ha networks to choase the
bestsetfor given setof conditions and (i) can provide
invariantsfor simulationvalidation andcalibration
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